MAT?2440, Classwork33, Spring2025
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1. Big-Omega and Big-Theta Notation.

foo = g xX>K .
Big-O: f(x) is | 2(31)() )< g(x) is an uppg,{f bound of f(x).

Big-Q : f(x) 15—(2(3'29 j= g(x)is a M boun%og?%cf\ FF(X) PR k/
Big-0 : f(x) is @_(3@ g(x) is both an U bound and a M bound of f(x).

Therefore, when f(x) is ©(g(x)) (big-Theta of g(x)), that f(x) is of OYdSH” g(x), and
that f(x) and g(x) are of the SUMQ_  order.
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2. Mathematically, “f is ©(g(n)) ” means
c,g(n) = f(n) = c,g(n) forn > :&L

c28(n) cg(n)
f(n) F)
c18(n)
n ' n : n

no Ro no

f(n) = 6(gm) f(m) = 0(g) f(n) = Q(gm)

3. Show that f(x) = 3x2 + 2x + 3 is ©(x?) by directly finding ¢, c,, and n.
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£33, Complescty 6 Al goriehms

1. Accuracy and Efficiency of an Algorithm and the Complexity.

A good algorithm needs to be Q¢ .(AYa gQ, and 6)%(\ (j‘udf.

Efficiency can be analyzed by the computational CO\MP)Q)CFC%/

o | (M2 complexity: the time required for the algorithm.
e § ngg complexity: the computer memory required for the algorithm.

2. Time Complexity

Time required for the algorithm

= the number of bP@(‘d\Krf) needed X the ”b( M7 needed for one operation.

The operations used to measure time complexity:

the COVAPGK}QM , ad.AFE@Vg , MAMlT(‘DlRﬂhV/,\ 0{ (VISTON  of integers, and etc.
(¢ ubtrdftm
3. The time complexity analysis of maximum finding algorithm:

procedure max(a,a,, -, a,: a list of n numbers)
n := the length of {a;}
tempMax = a,
fori:=2ton

if tempMax < a; then tempMax = a; <— | COWPW‘EQV\
return tempMax { tempMax is the largest element}

(1) The number of operations in the loop:

i=2 |
i=3, _| .
i=4, | N—=| _Compar(sen

i=_, _|
2) f(n) = n— = 0 (") which has \\NV\QQY‘ complexity.
(3) The time complexity for this algorithm is _( 2( n) .
(4) The complexity is measured by the growth rate of I [h) where f(n) is the number of

operations for the input size |\



