MAT1372, Classwork7, Fall2025
3.1 Defining Probability(Conti.)

17. Consider rolling two dice (in red and in white). What are the probabilities of the sum of rolling?
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21.LetD = {2,2} regesent the event that the outcome of a die roll is 2 or 3. (a) What is the sample space of a
die rolling? (b) What is D¢? (c) What is P(D¢)? (d) What is P(D) + P(D*)?
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22. COMPLEMENT IN PROBABILITY
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3.2 Conditional Probability

1. The photo_classify data set represents a classifier a sample of 1822 photos from a photo sharing website
and the given figure is a contingency table about two classifications with these photos.

truth
fashion not  Total
mach 1ea1[gred_fashion 197 22 219

/p;ed not 11
Total 309 1513 1822

Figure 3.11: Contingency table summariéing the photo_classify data set.
(l@ﬁloto is actually about fashion, what is the chance the ML classifier correctly identified the photo as
being about fashion?
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(2) We sample a photo from the data set and learn the ML algorithm predicted this photo was not about

fashion. What is the probability that it was incorrect and the photo is about-fashion?
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1 photo was about fashion which is predicted by the machine learning classifier, what is the probability

that the photo is actually about fashion? l qo
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3. From the table in 1.,

(1) what is the chance of the machine to classify that a photo is about fashion?
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(2) what is the chance of the machine to classify that a photo is about fashiot is true?
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5. CONDITIONAL PROBABILITY:
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